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I Introduction

This paper describes probabilistic methods for novelty detection when using pattern recognition
n),ethods for fau]t monitoring of dynamic systerlls. ‘l’he prohleln  of uovelty detection is particularly

acute when prior knowledge and data only allow one to construct an incomplete prior rnoclel of the
system. Hence, some allowance must be made in nlodel clesign  so that a classifier will be robust
to clata generated by classes not incll]ded in the training phase. For the fault detect.iorl  prob]ern a
practical approach is to construct both an input clensity moclel  and a cliscrirninative class rllodel.
‘1’he construct ion clf an input model for data of uukhowu  origirl  is funclarnr?i[ta]ly  ill-posed blrt can
be solved in practical terms by using k]lowrl corlstraints  or[ thf: ir]pllt feat.lrres  a n d  construct.  irlg

a  non-informat ive pr ior  clensity.  In cc]rljullctic)rl with I\aycs rule, and some prior estir!mtes of ttle

relative likelihood of data of known and urikr]own  origin, tl]e  actual classificatiorl equat ions are

straightforward. The paper  descr ibes  the applicatiorl of this method in ttte corltext o f  hidderl

Markov models for online fault monitoring of large ground antennas  fclr spacecraft tracking, with
p~irticlllar application to the detection of transicrlt  behaviollr  of llnknown origin.

2 Problem Background

Conventional control-theoretic models for fault dctectiorl rely on an accurate rlmdel  of tile plarlt
being monitored: ‘frequently in practice no s.ucll model exists for cc)rnplicated non-linear systems.
l’lhe large ground antennas  usecl by JPL’s Deep  Space Network (DSN) to track plarlet,ary space-
craft fall into this category — quite complicated analytical mo(lels exist for the electjrw  rllcctl:~rlical

pointing systems, Ibut they are known to be a poor fit for fault dctectic~rl  pllrposes.

2 . 1  Basic D e t e c t i o n  A r c h i t e c t u r e

We have previously described the application of olllinc adaptive  piitt,~r[i rccogIlitioll I]wtllo(ls t o

this problem [1, 2], The system operates  as follows, S(:llsor  (Iata sIIc.11  as motor cllrrcrlt, p o s i t i o n

enco(ler, tachornekr  voltages, and so forth arc syrlcllronollsly sar]lpled at Wllz I)y x data acqllisition
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systcIII. ‘1’lIc clata is b]ockccl ofl i~lto clisjoint  wiudows (’200 saInples are USIA  in practice) and various
featllres (SIICJI as est)ilnated au Loregressive  c.ocff”icicvlts)  arc wxtractecl;  let tllc feature vector  be ~.

‘1’lic  features ilrf2 feel i~lto a c.lassificatiolj  ]nodc]  (every 4 sccor)ds)  wllic.11 i]] tur]l provides postcriclr
}Irc]bahi]ity  estirnatcw  of tllc m pc,ssil~]e  stat,es of tlI12 sysklu give]) tl]e  estilnatcd fcmtlrlrw fro]n  that
wil](]otv, ]~(w~/~).  w] c o r r e s p o n d s  t o  l)orlnal  cmditio]ls} tile other  w; ’s, 1  < 2’ < m ,  corrcsl]c)lld  Lc)
ktic~wll fault c.ollclitiol~s.

l~illal]y,  sillcc  the systc]n h a s  “ m e m o r y ” ill tlic sense that it i s  m o r e  lilmly to rclnaill ir] ttle
CUrrC!llt St,atC t]l Wl tC) ChatlgC StatCS, t,llc })ostcrior  l)rohabilities  nrwcl to bc c o r r e l a t e d  over  ti]nc.

q’llis is ac.heivecl  hy a stall c]arcl f i rs t -order  llidclen  Markov Inodrl (llh4M) wllic.11 mc)dels  (IIC tc]nl)oral
state del)cJIdcIIc.c [2].

A s  dcscrihcd in [1,  2]  the classif ier  ])ortioll  c)f tlIe  11-Ioclrd  is trai~lcd  usi~ig siIIlulat,ed  l)arclware
“faults. ‘1’he fmcl--forwarcl neural llct,work  has heel]  the ]noclel of choice for this al)l)licatiol) because
of its discrill-lillatitlIi  ability, its postcric)r probability estilnat,iol) ~~ro~~ertics  [3, 4] and its relatively
:silol)le ill-ll)lell-lclitatioIl  ill sofLware. A l s o  dcxcril)cd  in [’2] at ICIIE;LI1 is LIIC dcsi~t]  of t]ic  lIh4h4 trarl-
:sitrioll matrix hascd on pric)r lillowlcxlge  of systerrl  lrlcall  Liloe betlwcwll f a i l u r e  (h4’1’l\l”)  i]lfc)rlnatioll
and ot,llcr  specific k]lowlcclge  of tl]c  system coIlfig; uratiorl.

3 limitations of the lliscri]~]ir]:~l, iv{:-JIM M Moclc]

‘1’l]c IJIOCIC1  d e s c r i b e d  a b o v e  assu~licx tl]at tllm-e are m k~}c)wrl rnut.ually exc lus ive  al]d cxllaustive
states (or “c.lasscw” ) of tl,e Systcnn,  w, ,... ,U,,,. ‘J’lle 11-III t.ually  exclusive assurnl)tioll is rcasollablc ill
many al)])licatio))s  where multi~)le  silnultaucc]us failures arc lligllly  unlikely. llowcver,  t,lle cxllallstive
assu:nl)tioxl is somewhat iml)ractical. ITI par t icular ,  for  faul t  clctcctioll i~t a co[nplex system s(lcl L
as tllc allterlrla, t,llcrc are l i t e r a l l y  t housands  of possib]c fault conditions  which Inigllt occllr-. ‘J’l]c
probal)ilit,y of occurrcvlce  of any sillglc collditioll is very  slnall, hl]t IIolIclhclcss Lllere is a sig;[lific.allt
]Jr(,hal)i]ily  !I]l[lt ~lt ]~aSt  O]l(?  of t]l C!sC!  Collditi(,lls  will oc.Clir OVCr soll”l~ fi]li(~ ti[ll(!. Wlli]c  LIIe coln[r)oll

fallltfs  can be directly l[lodelled it is IIot, practical Lo assign states to all tllc olhcr  ]I]inor  faull)s  wllicll
might occrlr.

As discussed irl [1] and [5], discrilllillative ]IIO(IOIS  directly Irwdcl  tllc l)oslerior  l)rol~al)ilitics  oftlle
c]assc!s  give]] t]le  feature c]ata  a]ld  tllcy assullle ttltlt,  Llic classes are ex]lallsl, ivc. (,)rl L]]c  otllcr l]arl(l,

a  gcncrfriivc  modil clirectly roodcls the d a t a  Iilwlillood  p(llti)i) and LIICIJ cl(:tJcrlllill~s postCr  ior class
prc)bal)ilitjies  b y  applicatio~]  c)f Ilayes’  rl)lc. ltxarol)les of gc]lerat)ivc  classifiers i[lcll]dc  pirrall)ct)ric
mc)(lcls suc]l as G,aussian  c]assificrs arid l l l e l r l o ry -based  ]nett)ocls  SIICII  as kerllf’1  dcl)sity estilnatlors
and IIcar  l)cig})bour  models. Gcncratiw Ilmdcls  are by ]Iature well sllihxl t o  lIovelLy dcljcctio[].
]lowcvcr,  Lllerc is  a  t rade-off i  because gcrlcratiw?  ][]odels  tyl)ica!ly arc doir]g lllorc  lllodc]lillg t]lall

just scare.llillg for a dccisioll bc)llndary,  Ll]cy call bc less eflicicllt (than discrilnil]arlt Inct)llods)  ill tllcir
IISC o f  Lllc d a t a .  I“or exarll})le,  gcllcrativc Illodcls  tyl)ic.ally  scale l)oor]y  with i]ll)llt  clilll(’llsiO1l:llity
for  fixed traiIliI)g saIII})lc  size  -

4  IIybrid Moclc]s

A practical al)l)roacl]  is Lo usc

scw l)awid [(j] aIId ,$ II Iyt,l I [5] for furttlcr discl]ssior].

hc)til a gcllerirl,  ivo aIId discrilnillativc  c l a s s i f i e r  a r id  acid a[t extra
‘(?I1 -I 1 tll’) state Lo L.})e rllodcl  to cover  ‘(a II [Jtllcr  I)ossil)l(?  s t a t e s” IIOt acc.oIIIILr(l  for I)y LII(J  kIIowII
?IL states. llclIc.e,  tlIc  \)ostjerior  cstrilllates of ttl~e p;etlcrativc  classif ier  ar(~ cr~li(lit.iolle(l o]i wlletllcr or
IIOL Lllc clata is tllollgllt,  to c,ot IIc frcJI1l one  of LIII’ 711 kllowll  c l a s ses .

I,et L]]c syll”lh(d  w{,,,,,,,} dc]lot, e LIIC Cvr’111 Ltlatl Ltle true SyStClll State is orlc of tlllc kllowll  SLiLl(>S,

;lIId ]ct p(w,,, + ~ IQ)I IJC Lll(? p o s t e r i o r  proljal)ililly  (fllat Lll[’ (Iilta  is fro]i] illl Ullkllowll  stat(!. llellc.e,  011(?



can estimate the true posterior probability of individual known states as

(1)

where ]J~(LJi/”, ~{1,...,nt} ) is the posterior probability cstirnat,e of state i as provided by a discrimi-
native model.

The calculation of p(u,,,+l IQ) can be obtained via the usual application ~~ayes’ rule if ~@!%+ I),

P(%,+I  ), arid  P(IJIw{I,.,,,,,,))  are known, i.e.,

w I:wt-+ 1 )1’(%+.  1 )p(w,,t.,..l  If)) :.:- .T - -----  -------  . . . . . . . . . . -__._..  ~ii,_..  ___  ,

P(-. Ik’?l,-tl )P(Ld?/*~-l  ) + P(dl”{l,...,m} ) L; P(o)i  )
(2)

In practice we have used non-informative Bayesian priors for p(L?lC+,+l  ) over a bounded space
of feature values (details are available in a technical report [7]), although this choice of a prior
density or data of unknown origin is basically ill-posed. ‘J.’he stronger the corlstraints  which can
be placed on the features, the narrower the prior cleusity,  and the better the ability of the overall
model to detect novelty. If we only have very weak ~]rior information, this  wil l  t.rans]ate irlto a
weaker criterion for accepting points which belong tc) the unknown category.

‘J’he  terrll p(w,,,,+ 1 ) must be cl]osen  b~secl on the desigller’s  prior belief c)f lIOW often the system
will  be in an unknc)wn  state --- a practical choice is that the system is at least as likely to be in an
unknown failure state as any of the known failure states.

The P(Olti’{1,...,7n.}) term in Equation (2) is provided directly by the generative rnoclel.  ~’ypically
this can be a mixture of Gaussians or a kcrllel dei)sity estimate over all of tile training data (ignorirlg
class labels). In practice, for simplicity of impleme]lt, ation we use a simple Gaussian mixture rnoclel.
Furthermore, because of the afore-nlentiollecl scaling problerrl with input dimensions, only a subset
of relatively significant input features are used in the mixture model. A less heuristic approach to
this aspect of the problem (with which we have not yet expcritncnted)  WOU]CI be to LISC a rnct,hod
swch as projection pursuit to project ttle data il]to lower dirllensicjns MICI pcrforrn the irlpllt density
estimation in this space. ‘1’he rnaill poirlt is that tile generative model need not Ilecessarily work in
ttle full dimensional space of ttle input features,

Integrat ion of  ecluation (1) into the hidden iMarkc,v  nlodel updat ing is  s t ra ightforward ancl
will not be derived -– the m o d e l  n o w  h a s  an extra state, ‘[unk~lowtl.’) l’he choice of transition
probabilities between the unknown arid  other states is once agairl a matter of design choice. [~or
the antenna applicatiori at, least, nlany of the u[lkrlowr) states are believed to be relat ively brief

transient phenomena which last perhaps 110 Iorlger  thall a few secorlds: hcllce the h4arkov  nlatrix is
desigrlec]  to reflect these beliefs since ttle cx~)cctcd  duration of any state [i[~i] (ill units  of sarl~pling
intervals) must obey

1
d[q]  = -

1 - J);;

wl:(ere  ])ii is the self-transition probability of sLaLe Ui.

5 Experimental Results

(3)

[“or corllparison  pllrposcs w e  evaluated tll(? restl]ts o f  ‘2 part,  iclllar rlloticls. lEilCll  WaS apl)lie[t  to

nmnit.oring  the servo pointing  system of a DSIN 34111 al ItcIIIIa at Golds t,oIle, (laliforilia. ‘I’l Ie lrlo(lcls
were irnplenlented  wit]]in  the IJab View  cl:Lt, a acqllisitio[l package rullllirlg irl real-tilll(?  01) a h4acirltosll

I I  at t h e  a n t e n n a  s i t e .  l’lle nmdcls ha(i prcviollsly bct!rl trairltd oif-lillc [)11 (Iat.n collt?ct,{~(l som(?
nmnths ear l ier .  ‘There were 12 input  featllr(!s list?d. l’he t~xl)crillii!rlt  colwiste~l  of illtro(lllcill<q
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Figure 1: Estimated posterior probability of norxrlal  state (a) using no HMM  and the exhaust ive
assulllption (normal +- 3 fault states), (b) using a HMM  with agencrative morlcl  (norrna] -t- 3 faults
+ other state).

]larc]ware  faults into the system in a collt,roiled  maflner :Lt 15 IIlinu Lcs afld  45 nlinlltcs, each of 1 5
minutes duration.

Figure 1 (a) and (b) show each model’s estilllates over tinlc that the system is in the normal
state (space ]hitZLtiOIIS  precluded the inclusion of more detaiieci experimtmtai  results). Model (a)
uses no HMM and assumes that the 4 known states are exhaustive - a single fccdforward  neural
network with 8 hidden units was used as the discrimirlative  model. Modc1 (b) uses a 11 MM witJl  5

states, where a generative model (a Gaussian nlixt,llre rrlodcl)  and a flat prior (with bouncls on the
feature values) are used to determine the prc,bahi]ity  of the 5th state. ‘1’hc san-lc  neural network as
in mode] (a) is used as a discriminator for the ottler 4 knowrl  states. ‘1’lle  ge[lerative mixture model
had 10 components and used only 2 of the 12 irlllllt features, the 2 wllicll  were jl]dgcd to be the most
scrlstive to system change. ‘1’he parameters of the 11 MM were designed accorc]ing  to the guidelines

c]escribecl  earlier, Known fault states were assllrncd tcj he eqllally likely  with 1 hour M“l’BF’s  and
with 1 hollr mean duration. Unknowrl  faults were assumed to have a !0 minute M“l’lIF  and a 1 0
second mean duration.

Model (a)’s est,irnatcs are quite noisy and cc)nt,aill a significant nurnbcr  of potential false  alarnls
(}ligllly  undesirable in an opcrat.ional  erlvirc~lll-,l(’llt). Mo(lcl  (b)  is  rrlucil m o r e  stable dl]c  to tile
stnoothing effect ctf the HMM. Nonetheless ,  wc nutc t,hat between the 8th and 10 rninutcs, ttlcre
appear to be some possible faisc alarms: t h i s  (iat,a  w:Ls cl~ssifie(l  i n t o  the Illlknowr]  s t a t e  (not,
stlown).  On later inspection it w.m~ found that large transietlts (of Il;lkrlowrl  origin) were in fact,



.
present in the original sensor data and that this was  what the model had detected, confirming the
result obtained independently by the classifier. It is worth pointing out that the model wit,llout a
,gf!nerative  component (whether with or without the HMM) did in fact always detect a non-normal
state at the same time, but incorrectly classified this state as one of the known fault states (these
results are not shc,wl]).

6 Application, lksues

‘1’he ability to detect such previously
quences: as well as being used to warn

unseen trarwient. behaviour has important practical conse-
operators of servo problems ir] real-time, the moclel  will also

be used as a filter to a data logger to record interesting and anomalous servo data on a continuous
basis. hence, potentially novel system characteristics can be recorded for correlation wit]) other
antenna-related events (SUC}l  as maser problems, receiver lock drop cluring  RF feedback tracking,
etc. ) for later analysis to uncover the true cause of the a~]omaly.

Based on these and related results, the basic model described here has recently been approved for
inclusion as a functional requirement in the antenna controller design for ail new DSJN  antennas.
The first such antenna is currently being built at the Go]dstone,  California, DSN site and will
bt?corne  operationid in 1994 -– similar ante[lnas, also with orlboarcl fault detectors  of the type
described here, wilil be constructed in Spain and Australia in tile 1995-96 time-frame.
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